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Large Vision Model Pre-training
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Problems of Multi-stage Pre-training

• Difficult to Locate the Problematic Pre-training Stage when the final 
performance is poor

• Catastrophic Forgetting
• the linear classification accuracy of FD-DINO [1] in stage 2 (76.1) is worse than 

that of stage 1 (78.2)

Our solution: 
all-in-one single stage pre-training
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Our Solution: all-in-one single-stage pre-training under an unified perspective



All-in-One: M3I Pre-training
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M3I Pre-training – Result on 1B model
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Achieves SoTA performance on various benchmarks in public-data only setting



4 Types of Visual Pre-training Methods
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Unified Framework: Maximizing Mutual Information
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Unified Framework: All Instantiations
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Unified Framework: All Instantiations
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12 SSP Methods, some of which have not been explored as pre-training before 
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Compare 12 SSP Methods



Multi-Input Multi-target
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Ablation of Multi-Target
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Ablation of Multi-Input
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M3I Pre-training
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M3I Pre-training
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Result on InternImage-H (1B)
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Achieves SoTA performance on various benchmarks in public-data only setting



Result on ViT-B
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M3I Pretraining can maintain all desired properties through a single-stage pre-training



Conclusion
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CodePaper

• Multi-stage pre-training methods has several problems

• We proposed a generic pre-training framework that unifies mainstream pre-
training approaches

• We proposed an single-stage all-in-one pre-training method, M3I Pre-training

• Our approach surpasses previous pre-training methods in various transfer-
learning settings
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